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Benefits of AI for 

security
Efficiency: Prioritization and automation

Speed: Ability to understand unique threats in real time

Scale: Ability to process large volumes of data

The Microsoft Sentinel platform has 

more than 10 petabytes of daily ingestion 

Azure AD

Partners

Legacy 

SIEM
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Apps, Users, 

Infrastructure
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What makes 

Generative AI important for 

security?



Understanding foundation models 

Data

Text

Images

Speech

Structured data

3D signals

Training

Transformer model

Foundation 

model

Generative pre-trained transformer (GPT)

Language model that uses deep learning to produce human-like text

Pre-trained on trillions of words

Predicts the most likely next word based on input text

Adaptation

Tasks

Question and answering

Sentiment analysis

Information extraction

Image captioning

Object recognition

Instruction follow



Modernizing your security 

operations

Incident response

Surface an ongoing incident, assess its scale, and get instructions to begin 

remediation based on proven tactics from real-world security incidents

Security reporting

Summarize any event, incident, or threat in seconds and prepare the 

information in a ready-to-share, customizable report for your desired audience

Security posture management

Discover whether your organization is susceptible to known vulnerabilities and 

exploits. Prioritize risks and address vulnerabilities with guided 

recommendations. 



How it works
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Data flow for Microsoft Security Copilot 
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Building trust with AI

Trust is fundamental to a healthy relationship and if Copilot 

is meant to augment a human, then we must find ways to 

build Trust between man and machine.  

One hinderance is hallucinations. A hallucination is 

generated content that appears plausible but is either 

factually incorrect or unrelated to the provided context. It 

comes across as qualified knowledge, wrapped in a 

confident response - aka =Bull**it

Impact

Show reasoning, sources, debug and runtime

Ensure data is compliant, secure, and private

Address harms and hallucinations

Be transparent and allow for an open dialog



Prompting is not chat

We are leveraging prompt-based experiences that differ 

from back-and-forth ”chat” conversations. We consider 

prompts to be natural language programs interacting with 

the model to get accurate results that help optimize and 

define workflows.

The impact of freeing ourselves from existing thinking 

pushed us in new directions.

Impact

New paradigm that feels familiar

Less question and answer, more like a coworker who 

does the work

Notebook style context-based interaction model

Investigation as a natural language notebook



Put the user in control

AI is built on probabilities and will make mistakes, so we 

need to design for it being wrong. Find ways to always 

keep the human in control. Allow the human to decide 

what is important, what is relevant and what isn’t. Focus 

on the human to be the one that takes action.

This will reduce an overreliance on AI and will build trust 

and confidence.

Impact

Allow users to control and grade the AI output 

Give a user tools to edit and correct AI outputs 

Build affordances for providing feedback 



Repeatable tasks are now bundled

Users spend time automating repeatable and manual tasks 

to optimize their workflows. Despite efforts, these tasks are 

traditionally personal and not always broadly shared across 

an organization.

We created a concept called Promptbooks that are a set of 

prompts that run to accomplish a specific workflow. 

Individuals or organizations can build and publish their 

own or leverage one from the broader community. 

Impact

No longer need to know a skill in order to do the work

Changes the way we get work done

Users can learn by using

Community building and possible revenue generation



Powered by data 

that is unique to 

you and your 

organization.

Security 

Copilot

Organizational 

security 

data

Security 

Copilot 

data

Microsoft 

Threat 

Intelligence

data



Going beyond thumbs up/down

With large language model (LLM), the feedback loop is 

not just supplemental, it is core to the development of 

the model. It is important to consider various methods 

in which feedback is obtained. Thumbs up and thumbs 

down doesn’t meet the longer-term needs for training 

the model.

We're actively exploring new approaches to make 

feedback more embedded in core interactions.

Impact

Engage and empower a user to provide feedback

Design both implicit and explicit interactions

Create affordances which measure quality

Create affordances which infer accountability

Collect robust telemetry to measure and improve



Built with security, 

privacy, and 

compliance.

Your data is your data

Your data is not used to train 

the foundation AI models

Your data is protected by the 

most comprehensive enterprise 

compliance and security controls



Security Copilot working with Microsoft Security

Microsoft Defender for Endpoint

Monitor devices in real-time

Detect and prevent threats

Control policy and access

Respond to incidents and hunt

Microsoft Sentinel

Manage logs

Detect advanced threats

Monitor and alert in real-time

Get compliance and reporting 

Microsoft Intune

Manage device inventory

Enforce configurations and policies

Deploy and update software

Deliver conditional access
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• Run queries using natural language

• Prepare reports, summaries, and graphs

• Upskill teams via prompts and guidance

• Reverse engineer malware

• Enrich alerts

Run queries using natural language

Prepare reports, summaries, and graphs

Upskill teams via prompts and guidance

Reverse engineer malware

Enrich alerts

• Enrich incidents

Run queries using natural language

Prepare reports, summaries, and graphs

Upskill teams via prompts and guidance

Reverse engineer malware

Enrich alerts

• Enrich incidents

• Assess security posture of devices

++



Sila Gen AI –

sumár incidentu

Popíš mi Incident 2516 Ako 

ROZPRÁVKU pre 3 ročné dieťa ☺



Description: Summarize incident 



Ďakujem za pozornosť!



Description: Summarize incident 



Description: IP Reputation 



Description: Threat Actors 



Description: Intune Compliance 



Description: Write Report 



Description: M365 Defender Hunting



Description: Write Report 
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